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H.P.A.S. (Main)—2011

STATISTICS
Paper 1
Time : 3 Hours Maximum Marks : 160
Note (— Attempt Question No. 1 which is compulsory and

any farr questions  from the vest, five in all. AN

queations carry equal marks,

1.  {g} Define the probability of an event. When are two

events called independant %

(b  Explain the method of caleulation of the median

value of a variable from a frequency disteibution.

i) For the eorrelation coefficient ?-1-'.'!' hewteen two

variables, show that

iyl = 1.
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(@)  Tor the events &, B, let P{A) = I° P(B) =

and P{ALE) = = Caleulate P(BIA).

B =

A discrete variable has the distribution :

Pl) = FX =2 = kx. x = 1, & 3, 4

Find the walues of & and EX).

im)  Define a Poizson distribution, Find itz mean and

variance,

th)  Obtain the moment generating function of a

normal distribution.

{a}  Compare the relative merits of the mean, median

and mode of a frequency distribution.
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Define the kurtosis of a distribution. How is it

measured by the coefficient [, ¥ Show that :

By = L

How is asszociation between two attributes

measured 7 Ilustrate by an example.

Explain the rank eorrelation cocfficient and derive

an expression for it

Define orthogonal polymomials and menticn its

uEe.

Define a y*-statistic and explain its use in
teating the goodness of fit of a distribution to

given data.

Define the consistency and unbiasedness of an
estimator. Illustrate by an example that a

consistent estimator need not be unbiased.
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What are best unbiased linear estimators 7 (Give

an example.

Given a random sample (x;, x,, ...x) from a

rectangular distribution ;

1
h=a

1A

fle, B = x<h

Vo

obtain the maximum likelihood etimators of

o' and 'H.

Explain the metheod of moments for estimation of

a parameter. Give an example.



