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Attempt Question No. 1 which is compulsory and
any other four questions from the rest. All questions

carry equal marks. Symbols used in questions have

~ their usual meanings.

@

A survey conducted over 100 persons living in
a city centre and observed that among these 100
persons 65 persons read the newspaper A, 40
persons read };he newspaper B, 70 persons read
the paper C, 30 persons read béth A and B,
40 persons read both A and C, 25 persons read
both B and C and 20 persons read all the three
papers. A person is selected at random. What

is the probability that he reads :

@ only A
) only A or B
(ziz) none of the three papers
(zv) at least one paper.
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Give axiomatic definition of probability. Prove

that for n events A,, BEhcemenisesniiiy A

P[:UlAiJ=2P(Ai)— Y S PA A 5 IFD

(©) 7

@

i=1 : 1<ij<n . 1<i<jk=n .

P(A; N A; AL — e (—1)'"‘1

X and Y are two random variables having the

| joint density function f(x, y)= ——]3—(x + 2¥)
_ , '_ o7 .

where x and y can assume only the integer
values 0, 1 and 2. Find conditional distribution
of Y for X =

Let (X, Y) be a two-dimensional non-n"egative'

_continuous random variable having the joint

density :

- |4xy e - |
[t 3 = ; x>0, y>0
0; elsewhere

Prove that the density function of

U= \/-XQ + YZ ds 2

. 2 )
2 ule™ g O<u<oo

h(uw) = E
0 ; - elsewhere
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Define Poisson distribution and find its mean
aﬁd variance. Show that Poisson distribution is
a limiting case of binomial distribution.
Establish relationship between root mean square
deﬂfiation and standard deviatién. If ny, n, are
the sizes, X, X, the means, and c,,0, the
standard deviations of two series, then show that
the standard deviation ¢ of the combined series
18 given by : |
5

c = P [nl(of +d?)+ ny(o2 + dg)]

whered, =x; —x,d, =X, — x and

_ nyx t+ngx, .
x = , 18 the mean of the combined
ny + ny

series.

Explain skewness and give its measures. In a
frequency distribution, the coefficient of skewness
based upon the quartiles is 0.6. If the sum of
the upper and lower quartiles 1s 100 and median
is 38, find the values of upper and lower

quartiles.

P.T.O.
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@ Define Karl Pearson’s coefﬁéient of correlation
and find its limits. Let tﬁé variables X and Y
are connected by the equation aX + bY + ¢ = O,
then show that the correlation between -them.
is —1 if the sign of a and. b are alike and +1

if they are different.

(b) Define normal distribution and give its general
properties. If X is a normal variate with mean

§0 and B0, B, then find ihe probabilitics

~that :
@©) 26 < X = 40
() X > 45

@) IX — 30| > 5

[Given P(O < z < 0.8) = 0.2881, P(lz] < 2) =
0.9544, P(lz| < 1) = 0.6826 and P(lz| < 3)
= 0.9973, where 2z is standard normal

variate]
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Explain the important properﬁe:s of regression

coefficients. Given two lines of regression :

- 8x-10y +66 =0 and 40x — 18y = 214.

_Find :

@. . the ‘mean values of x and Yy

(o) | cO'ifrelatiQn; coefficient between x and y

x

i) standard deviation of y when o2 =9.

Explain the term ‘correlation ratio’.. How is it
measured ? If 1, is the correlation ratio between
the variables X and Y and r is the correlation -

co-efficient, then prove that : |

P.T.O.
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Define chi-square (x>) distribution and obtain

its moment generating function. If X‘;a and X%

are independent % variates with 7, and ng d.f.
respectively, then show that :

U=—2 _"and V=% + %3

B
S ; G n, Ny
are independently distributed, U as a Bi| =

2 2

; 2 ; :
variate and V as a X~ variate with (n, + ny)

af

"Define Snedecore’ss F-distribution ahd

establish its relationship with ¢ and %2

distributions.

Explain consistency and unbiasedness as

 properties of good estimators. A random sample

(%1, X9, X3, X4 Xg) of size 5 is drawn from a
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normal population with unknown mean p.
Consider the following estimators to
estimate u :

Tt Xy A Xy F X F X X Xy
2 5 82 == 2 x3’

2%, + Xp+ Axg
t, = .

“where A is such that ¢, is unbiased estimator.
Find A. Are t; and t, unbiased ? State giving

reasons, the estimator which 1s best among ¢,,

to, and ij.
b) Explain Nayman’s criterion for a distribution to
admit sufficient statistic. Let x;, x5, ..ccveeeens, X,

be a random sample of size n from N(u, c?)
population. Find sufficient estimators for 1

and o?2.

(@ Define maximum likelihood estimator and explain
its prope.rties-. Find the MLE for the parameter
A of a Poisson distribution on the basis of sample

of size n. Also find its variance.

P.T.O.
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Explain the terms sampling distribution and
standard error with suitable examples. A dice
is thrown 9000 times and a throw of 3 or 4
is observed 3240 times. Show that the dice can
not be regarded as an unbiased one and find
the limits between which the probability of a

throw of 3 or 4 lies.



